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Abstract: Students' academic achievement is measured by test 
scores, knowledge, and skills gained from formal education. The 
importance of identifying potential academic failures motivates 
this research to find out the factors that affect student academics. 
This study aims to predict student achievement based on several 
factors in the internal scope and exam results by using random 
forest regression, decision tree, and Gradient Boosting methods. 
The results show that the Ensemble model dominates, with high 
R-squared values indicating its ability to explain variations in 
student academic performance and low average MAE, MSE, and 
RMSE values indicating better performance. The results of the 
model identify factors that affect variations in student 
performance based on the tested dataset. This research provides 
insights for teachers and other stakeholders to improve education 
by better understanding the factors that influence student 
academic performance. 
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I. INTRODUCTION 
Higher education is essential for the survival of a nation. The 
number of young people who are highly educated produces 
quality human resources. Academic achievement is a measure 
of knowledge gained through formal education and 
demonstrated through test scores. Goods define student 
achievement as knowledge and skills acquired and then 
developed in various school subjects, usually determined by 
test scores and teacher performance [1]. Early prediction of 
student performance is necessary to determine quality 
education, reduce dropout rates, increase graduation rates, and 
improve educational outcomes [2].  

Educators must predict student performance to improve it. 
Predicting student performance is used to assess student 
learning and recognize students who excel academically and 
those who are likely to fail [3].  

1. The problems that will be known in this study are: What 
is the average error in each model? 

2. what is the percentage of variation and what factors 
influence student academic performance? 

To predict student academic performance, researchers use 
machine learning to make predictions that require labels for the 
data[4]. This research uses gradient-boosting regression, 
random forest regression, and decision tree regression methods 
to predict the factors that affect student academic performance.  

The Gradient Boosting method works by sequentially adding 
previous predictors that do not match the prediction to the 
ensemble, to ensure that errors that occurred previously have 
been corrected [5]. The random forest was chosen because it 
can improve the accuracy of the results by creating child nodes 
for each node (the one above) and selecting them randomly [6]. 
Decision tree regression is a predictive model that can be used 
to represent classification and regression models in operations, 
making decisions with the most likely strategy to achieve a 
goal[7]. This method was chosen because it has the advantage 
that the results can be described in the form of a decision tree, 
and it allows direct observation of the results [8].  
This research aims to create a student performance prediction 
model using the Decision Tree, Gradient Boosting, and 
Random Forest methods. Gradient boost method by applying 
hyperparameter optimization to get optimal parameters[9]. The 
hyperparameter optimization used is GridsearchCV.  
GridSearchCV is a Python library function that provides certain 
parameters and implements them into the model to find the 
optimal parameters [10]. This study uses RMSE, MAE, MSE, 
and R-squared evaluation metrics that are used to measure the 
expected difference and evaluation of a model [11]. 

II. RESEARCH METHOD  
The process in our research can be seen in Figure 1, namely the 
block diagram, this research begins by taking the UCI Student 
Performance public dataset, then doing preprocessing by doing 
data cleaning, feature selection, and one hot encoding, after the 
data are clean. Then the data is split into training and tests after 
that cross-validation to get the best hyperparameter that is put 
into the regression algorithm and the results of the algorithm 
are evaluated on MAE, MSE, RMSE, and R-squared. The 
following is an explanation of each stage of our research: 
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Figure 1 Block diagram 

A. Data Collection 
The dataset is taken from the UCI Student Performance Dataset 
which has various features, including demographic 
information, family conditions, student behavior, and student 
academic performance. Table 1 is a list and type of dataset that 
provide insight into factors that influence student academic 
outcomes, including learning patterns and family conditions. 

Table 1 Dataset UCI Student Performance Data Set 

Name Mean Type 
School Student's place in school Binary 
Sex Student Gender Binary 
Age Student Age Numeric 
Address Residential address Binary 
Famsize Student Family  Binary 
PStatus Living status with parents Binary 
Medu Mother's Education Level Numeric 
Fedu Father's Education Level Numeric 
Mjob Student's Mother's Occupation Nominal 
FJob Student's Father's Occupation Nominal 
Reason Reasons for choosing a school Nominal 
Guardian Student Guardian Nominal 
Traveltime The journey from home to school Numeric 
Study time Weekly study time Numeric 
Failures failed to make the grade Numeric 
Schoolsip Extra education support Binary 
Famsup Educational support from family Binary 
Paid Additional paid classes Binary 
Activities Extracurricular Activities Binary 
Nursery have attended kindergarten Binary 
Higher Want to continue higher education Binary 
Internet Internet access  Binary 
Romantic Student romantic relationship Binary 
Famrel Quality of family relationships Numeric 
Freetime Free time after school Numeric 
Goout Hangout Time Numeric 
Dalc Weekday alcohol consumption Numeric 
Walc Weekend alcohol consumption Numeric 
Health Health Status Numeric 
Absences Number of Absences Numeric 
G1 First Period Value Numeric 
G2 Second Period Value Numeric 
G3 Final grade Numeric 

 

B. Preprocessing Data 
a) Data Cleaning 

Data cleaning helps eliminate duplication of missing data 
[12], ensuring that data used in analysis or processing are 
more accurate, consistent, and reliable[13]. Data cleaning 
involves the process of identifying, selecting, and 
transforming incomplete data, data accuracy, or relevance 
so that it can be used for further data analysis or processing 
purposes [13]. 

b) Feature Selection 
Feature selection removes irrelevant or redundant features 
[14] that can improve the accuracy of classification, reduce 
the difficulty of an algorithm [15], and remove unnecessary 
and redundant features to reduce the dimension of the 
feature subspace. This can improve the performance and 
classification accuracy of the built model [15]. 

C. Hyperparameter Tuning 
Hyperparameter tuning works by finding the optimal 
parameters. To do this, the hyperparameters are tested by 
trial and error until an optimal value is found[16]. 
Hyperparameter tuning refers to finding the optimal 
hyperparameters of an algorithm during the learning 
process. The hyperparameter method used is 
GridsearchCV. GridsearchCV is a hyperparameter 
optimization method that allows us to scan a selected 
number of hyperparameters. GridsearchCV applies a set of 
hyperparameter combinations to the model and evaluates 
the performance of each combination using cross-
validation. The combination with the best performance is 
selected as the optimal hyperparameter for the model [16] 
and has a low error value [17]. 

Table 2 Hyperparameter Tuning 

Model Best Param Value 

Gradient 
Boosting 

learning_rate 0.01,0.1,0.2 
max_depth 1, 100 
max_features Sqrt, log2 
min_samples_leaf 1,2,4 
min_samples_split 2,5,10 
n_estimator 0,50 
subsample 0.8,0.9,0.10 

Random Forest 

max_depth 1,100 
max_features Sqrt,log2 
min_samples_leaf 1,2,4 
min_samples_split 2,5,10 

 n_estimators 50 

Decision Tree 

max_depth 1,100 
max_features Sqrt,log2 
min_samples_leaf 1,2,4 
min_samples_split 2,5,10 

 
From the Hyperparameter Tuning experiment using 
GridSearchCV, the best parameter information from the 
performance evaluation on each combination and cross-
validation is described in Table 2. 

 
D. Machine Learning 
a) Random Forest 

Random Forest is a machine learning algorithm that is 
often used to solve problems related to classification and 



regression. This algorithm consists of many decision trees 
that are combined to produce more accurate predictions[3]. 
Random forest is a method that is sensitive to 
hyperparameter values and can significantly improve 
accuracy and prediction [17]. 

b) Gradient Boosting 
Gradient-boosting regression (GBR) is a machine learning 
technique that is also frequently used to create accurate 
prediction models [18]. GBR is an ensemble learning 
method that combines predictions from several basic 
estimators, usually decision trees, to improve the accuracy 
and robustness of the model [19]. 

c) Decision Tree 
Decision Tree is one of the machine learning models that 
uses a treelike structure to make decisions [20]. Decision 
Tree also has a powerful and easy-to-understand structure 
[21]. 
 

E. Metric Evaluation 
a) Mean Absolute Error (MAE) 

The mean absolute error (MAE) is an evaluation metric 
calculated by taking the difference between the predicted 
value and the actual value, then taking the absolute value 
of the difference and then taking the average of all the 
absolute values. The lower the MAE value, the better the 
performance[22]. 
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b) RMSE (Root Mean Square Error) 

Root mean square error (RMSE) is a metric used to 
measure how much error there is between the predicted 
value and the true value. RMSE has an advantage over 
MAE in describing the distribution of errors [23].  

 

𝑅𝑀𝑆𝐸 = √
∑ (r̂𝑛 − 𝑟𝑛)2𝑁

𝑛=1

𝑁
 

 
c) Mean Square Error (MSE) 

The mean square error (MSE) is an evaluation metric that 
is used to measure how close the model predictions are to 
the actual values in the data set. A smaller MSE value 
indicates better model performance in predicting actual 
values[22].  
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d) R-Squared 
R squared is an evaluation metric used to evaluate the 
degree to which the regression model fits the observed 
data. The R-squared values range from 0 to 1, where higher 
values indicate that the variability in the data can be better 
explained by the regression model[22].  
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III. RESULT AND DISCUSSION 
Comparison of RandomForest, Gradient Boosting, and 
Decision Tree regression algorithm models to predict student 
learning performance taken from the Kaggle Student 
Performance Kaggle dataset. The average error for each model 
is obtained from parameter evaluation using MAE (mean 
absolute error), MSE (Mean Squared Error), and RMSE (root 
mean squared error) to obtain the average error value for each 
model. To answer the first question, what is the average error 
for each model, we will look at the comparison metrics in Table 
3 below: 

Table 3 Table MAE, MSE, RMSE 

Model MAE MSE RMSE 

Random Forest 1.20 2.73 1.65 

Gradient Boosting 1.28 3.49 1.87 

Decision Tree 2.56 14.11 3.76 

 
Table 3 shows that the Random Forest model is the best in 
measuring how close the model prediction is to the actual value 
because the Random Forest model has the lowest error rate. 
Where the average error of the value is average (MAE) 1.20%, 
the average square error value (MSE) is 2.73%, and the root 
mean square error value (RMSE) is 1.65%. 
Then Gradient Boosting shows a slightly higher error than 
Random Forest and Decision Tree which shows the highest 
error among the three models. 
 

 
Figure 2 MAE, MSE, RMSE, Comparison 

Figure 2 shows a comparative visualization of the three 
regression models in identifying the average error MAE, MSE, 
and RMSE values. 
The next question is what percentage of variation and what 
factors affect student academic performance? 
 



Table 4 R-squared comparison 
Model R Squared 

Random Forest 0.867 

Gradient Boosting 0.837 

Decision Tree 0.312 

 
table 4 shows the results of the R-squared formula 3.4 which 
shows the Random Forest model gets a high value close to 1 
from the other three models such as Random Forest with a value 
of 0.867. this model explains the excellent prediction 
performance with high R-squared, the ensemble nature of 
random forest which combines predictions from many decision 
trees that can capture complex patterns in the data. 

Table 5 Top 10 Feature Importance 
Failure Random Forest Decision Tree Gradient Boosting 

G3 0.566 0.418 0.409 
Absences 0.065 0.207 0.110 
Failures 0.046 0.020 0.077 
Age 0.026 0.068 0.021 
Freetime 0.023 0.000 0.013 
Medu 0.022 0.010 0.043 
Goout 0.022 0.007 0.039 
Health 0.021 0.021 0.042 
Study time 0.019 0.025 0.0.23 
Fedu 0.018 0.063 0.017 

 
The table above is based on the weights of the top 10 features 
in evaluating the contribution of key features in three different 
models. from the table it can be seen that Random Forest can 
handle less important features more efficiently as it relies on 
key features such as G3, Decision Tree provides interpretable 
results and shows clarity in the importance of features. 
however, it tends to give very high weights to some features. 
Gradient Boosting offers a more balanced approach and can 
capture feature interactions better making it a robust model for 
different types of data although it is more complex and requires 
a lot of time for training. then we will compare the correlation 
matrix between each model 
 

 
Figure 3 Correlation Matrix Random Forest 

 
Random Forest can handle non-linear features and complex 
interactions between features. Figure 3 some examples show 
G3 has a strong negative correlation with failures which means 
students with more failures tend to have lower final grades, a 

positive correlation between Medu and G3 indicates mother's 
education plays a role in students' academic performance and 
absenteeism shows a low correlation so absenteeism does not 
affect the final grade. 
 

 

Figure 4 Correlation Matrix Gradient Boosting 

Figure 6 explains the correlation of the Gradient Boosting 
performs well also because of its ability to handle non-linear 
relationships iteratively. Just like Random Forest, G3 features 
have a strong negative correlation with failure, and a positive 
correlation between Medu and G3, and a low correlation 
between absences and G3 which indicates that it does not 
influence the prediction of the final grade too much. 

 
Figure 5 Correlation Matrix Decision Tree 

Figure 7 shows the correlation of the decision tree model also 
has a negative correlation with failure just like Random Forest 
and Gradient Boosting, with a positive correlation between G3 
and higher_yes indicating that students who intend to pursue 
higher education tend to have better final grades and a low 
correlation between absences and G3 indicating absenteeism 
does not affect final grades in the model. 
From the correlation matrix explanation, Random Forest can 
handle less influential variables such as absences better and the 
Gradient Boosting Model also provides more consistent and 
accurate results because it can handle non-linear relationships 
iteratively while the Decision Tree is more prone to overfitting, 
seen from the unbalanced correlation with some variables. 
Random Forest and Gradient Boosting models tend to provide 
more stable and generalizable results compared to decision 
trees due to the consistent correlation factors between G3 and 



failures, as well as between Medu and Fedu in predicting 
students' academic performance. 

 
Figure 6 Correlation of Variubs Variables 

The correlation results between various variables and students' 
final grades (G3) show that the mother's education (Medu) has 
the highest positive correlation (0.217), followed by intention 
to pursue higher education (Higher, 0.182) and the father's 
education (Fedu, 0.152), indicating that parents' educational 
background and students' motivation to pursue higher 
education are associated with better final grades. Study time 
(Studytime, 0.098) also showed a positive correlation, albeit a 
lower one, while absences (Absences, 0.034) and free time 
(Freetime, 0.011) showed very low positive correlations. In 
contrast, the number of previous failures (Failures, -0.36) has a 
strong negative correlation, suggesting that more failures are 
associated with lower final scores. Age (Age, -0.162), going 
out, -0.133, and travel time (Traveltime, -0.117) also show 
negative correlations, which may indicate the negative impact 
these factors have on students' final grades. Health (Health, -
0.061) showed a low negative correlation, indicating that health 
may not significantly affect academic performance. Overall, 
parental education and motivation to pursue higher education 
seem to be important factors in determining students' final 
grades. 

IV. CONCLUSIONS 

From the analysis of student academic performance using 
hyperparameters from three regression models, namely 
Random Forest Regression, Decision Tree Regression, and 
Gradient Boosting Regression, it is concluded that the 
ensemble models of Gradient Boosting Regression and 
Random Forest Regression show better performance in 
predicting student final grades. This can be seen from the lower 
Mean Absolute Error (MAE), Mean Squared Error (MSE), and 
R-squared (R2) values compared to the other two models. The 
ensemble model can capture the complexity of the data more 
effectively, providing more accurate and stable predictions in 
the context of student academic performance. 
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