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Abstract—This research article explores the relationship between
travel distance and player performance in PlayerUnknown's
Battlegrounds (PUBG), a popular battle royale game. Focusing
on walking, riding, and swimming distances, our study employs
machine learning algorithms, including Random Forest (RF),
Support Vector Machine (SVM), and Multilayer Perceptron
(MLP), to predict PUBG player performance, with a primary
emphasis on solo matches. Our research encompasses data
collection, filtering, model configuration, data sampling, and
model evaluation stages to ensure data reliability and model
appropriateness. The results highlight the consistent superiority
of the Random Forest model, which demonstrates the lowest
Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), and the highest R-
squared (R2) values in both training and testing phases. In
contrast, the SVM-Sigmoid model consistently delivers poor
predictive performance, emphasizing the significance of selecting
an appropriate model. In summary, this research unveils the
vital role of travel distance in PUBG player performance and
underscores the importance of data-driven decision-making and
model selection in achieving accurate and reliable predictions.
This contribution enhances our understanding of player
performance in the dynamic world of PUBG.

Keywords— PlayerUnknown's Battlegrounds, Travel Distance,
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I. INTRODUCTION

PlayerUnknown's Battlegrounds (PUBG) stands as a
globally acclaimed battle royale-themed First-Person Shooter
game [1]. Originally launched on Personal Computer, it has
since proliferated across multiple platforms, including mobile
and console gaming [2]. PUBG players' primary objective is
to endure and outlast their peers, culminating in the coveted
title of 'Winner Winner Chicken Dinner' [3]. To secure
survival in PUBG, players traverse the game map, either on
foot, by utilizing vehicles scattered haphazardly throughout,
while simultaneously scavenging for weaponry, armor, and
medical supplies, and dispatching any rivals they encounter
[4]. A significant factor motivating players to remain active
within the game is the looming threat of the Blue Zone, a
restricting area that contracts as the game unfolds, imposing
damage on players outside its bounds [5]. Consequently, the

distance players cover by walking, using vehicles, or

swimming emerges as a critical determinant in their survival

prospects.

This research centers on the exploration of a novel
dimension within PUBG gameplay: the influence of travel
distance on a player's performance. Specifically, this study
spotlights three specific features — walking distance, ride
distance, and swimming distance — collectively termed as the
total travel distance of PUBG players [6].

Prior investigations have indeed employed this dataset to
forecast the final rankings of PUBG players, utilizing varying
combinations of features. In this study, we draw inspiration
from three prior works:

e Dipaktashi Sen et al. conducted research comparing the
predictive performance of multiple algorithms, including
LightGBM (LGBM), Gradient Boosting Regressor (GBR),
Random Forest (RF), Decision Tree (DT), K-Nearest
Neighbors (K-NN), and Linear Regression (LR). They
employed 8 and 14 features, which included walking
distance, ride distance, and swimming distance. Their
findings indicated that the GBR algorithm yielded the best
performance, with a Mean Absolute Error (MAE) of 0.062
using 14 features and 0.065 using 8 features [7].

e N.F. Ghazali et al. compared Decision Trees (DT), Linear
Regression (LR), and Support Vector Machine (SVM)
algorithms to predict the placement of e-sport players,
using 26 features that encompassed Total Distance. Their
results highlighted the superiority of the SVM algorithm,
with the lowest Root Mean Square Error (RMSE) value of
0.09372 [8].

e Madhurya Manjunath Mamulpet's research pitted the
LGBM, Multilayer Perceptron (MLP), and Recurrent
Neural Network (RNN) algorithms against each other for
predicting the winner placement in PUBG, employing the
total travel distance as a key feature. Their study
underscored LGBM's dominance, with the lowest MAE
value of 0.0539 [9].

Building upon the insights from these previous studies, our
research endeavors to bring a fresh perspective to the table.
We undertake a comparative analysis of three distinctive
algorithms - Random Forest (RF), Support Vector Machine
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(SVM), and Multilayer Perceptron (MLP) - utilizing three
fundamental features: walking distance, ride distance, and
swim distance.

RF is one of the ensemble methods known for its high
accuracy and low computational burden [10]. This method is
popularly used in prediction problems, such as predicting a
child's talent based on hobbies, with an average accuracy of
92.75% [11], predicting student performance with an accuracy
of 96.88% [12], and predicting student graduation with an
average accuracy of 90.45% [13].

SVM is one of the supervised learning algorithms known
for its high performance and efficiency, especially on non-
linearly separable data [14]. This method shows a high level
of accuracy in several prediction studies, such as predicting
employee recruitment with 84.59% accuracy [15], predicting
stroke disease with 94% accuracy [16], and predicting majors
in vocational schools with an accuracy of 89% [17].

MLP is an algorithm that resembles a human neural
network, with a feedforward architecture consisting of input,
hidden, and output layers [18]. Several studies have
demonstrated the high accuracy of this method in various
prediction problems, including flood prediction in eastern Iraq
(94% accuracy) [19], student performance prediction (87.3%
accuracy) [20], and military conscript stress level prediction
(90% accuracy) [21].

What sets this research apart is its exclusive focus on solo-
player matches within the PUBG ecosystem and a meticulous
exploration of the walk distance, ride distance, and swim
distance features. By employing Mean Squared Error (MSE),
Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and R-squared (R2) as performance metrics, we aim
to discern the most effective model for predicting PUBG
player performance. In summary, this research endeavors to
unravel the intricate relationship between walk distance, ride
distance, swim distance, and the winning rate of PUBG
players, specifically in solo matches.

Il. RESEARCH METHODS

This research involves several stages, including data
collection, filtering, model configuration, training, testing
model predictions, comparing performance results, and
analyzing the influence of each feature on predictions. Figure
1 illustrates the stages of this research.

A. Data Acquisition and Features Filtering

The foundation of this research lies in data acquisition and
features filtering. An extensive dataset of 1,111,742 data
points, comprising 26 features and a single target class [22],
serves as the starting point. This dataset is refined through a
meticulous filtering process, resulting in a reduced dataset of
179,608 data points. The filtration process involves two
critical steps:

1. Match type filtering
Leveraging the 'matchType' feature, the dataset is
meticulously filtered to identify PUBG match types
characterized as solo matches. This includes the selection
of variables such as 'normal-solo," 'solo," and 'solo-fpp’
[23]-25]), ultimately yielding the filtered dataset of
179,608 entries.

2. Features Filtering
Out of the 26 features originally present in the dataset,
three features are selected for inclusion in the prediction
model: ‘walk distance,' 'ride distance,' 'swim distance,' and
the ‘winPlacePerc’ feature. This final selection constitutes
the essential components for the predictive model.

B. Model Configuration

The model configuration, as depicted in Figure 1, is a
pivotal phase of the research. The research employs three
distinct algorithms: Multi-Layer Perceptron (MLP), Random
Forest (RF), and Support Vector Machine (SVM). Within this
framework, a deliberate exploration of model configurations
takes place:

1. MLP-Based Models
These models feature two configuration variations
characterized by the utilization of ReLU and Sigmoid
activation functions. Each MLP-based model comprises
three hidden layers with 100 neurons.

2. SVM-Based Models: SVM models are equipped with two
configuration variations, employing the Radial Basis
Function (RBF) and Sigmoid kernel functions, each with a
gamma value set to 0.01.

3. RF-Based Models: In the Random Forest models, a single
variation is employed, incorporating a total of 100 decision
trees. These models promise to capture the intricate
relationships present within the data.

Fig 1. Research Design
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The selection of the activation functions for the Multi-
Layer Perceptron (MLP) and the choice of kernel functions
for Support Vector Machines (SVM) and the utilization of
Random Forest in this research are grounded in their distinct
advantages. ReLU is preferred for MLP due to its proficiency
in capturing non-linear data relationships, computational
efficiency through sparse activation, mitigation of the
vanishing gradient issue, and ease of implementation and
interpretation [26]. Conversely, the Sigmoid activation
function is specifically chosen for its suitability in scenarios
where interpretability, smooth gradient transitions, and
probability outputs are critical, especially in binary
classification tasks [27]. In the case of SVM, the deployment
of the Radial Basis Function (RBF) kernel is preferred for its
prowess in modeling complex non-linear data relationships,
making it well-suited for tasks that defy linear assumptions
[28]. On the other hand, the Sigmoid kernel in SVM s
advantageous for introducing non-linearity into the model,
rendering it appropriate for tasks characterized by intricate
non-linear patterns [29]. Additionally, Random Forest is
harnessed for its capabilities in handling non-linear data
relationships, averting overfitting through ensemble learning,
robustness to outliers, feature importance insights, and
efficacy in high-dimensional datasets [30]. The decision to
employ 100 trees in the Random Forest model is founded on
its balanced capacity to capture diverse data patterns and
prevent overfitting, rendering it an efficient choice for
numerous regression tasks within the study [31].

C. Data Sampling

Data sampling is a fundamental element of this study,
entailing a deliberate selection of a 70:30 sampling ratio. In
this ratio, 70% of the dataset is allocated for training, while
the remaining 30% is dedicated to testing. A careful stratified
split of the initial dataset, comprising 45,679 data points,
yields 31,976 data points for training and 13,703 data points
for testing.

Through a statistical examination of both the training and
testing datasets, we calculated the means, medians, and
measures of dispersion for all features, culminating in the
results displayed in Table I and Table II.

TABLE |
TRAINING DATA FEATURES STATISTIC
Feature Mean | Median | Dispersion
Walk Distance | 990.983 | 616.35 1.068
Ride Distance | 651.183 0 2.54
Swim Distance 5.692 0 6.403
Win Percentile 0.474 0.468 0.648
TABLE |
TESTING DATA FEATURES STATISTIC
Feature Mean Median | Dispersion
Walk Distance | 982.79 607.7 1.072
Ride Distance | 641.257 0 2.531
Swim Distance 6.122 0 6.238
Win Percentile 0.471 0.4639 0.652

The analysis of the 70:30 split of the data and the
comparison between training and testing data provides

insights into the effectiveness of this sampling ratio and the
reliability of the training data in representing the testing data.

Firstly, with respect to the sampling result (the
effectiveness of 70:30), the 70:30 split is a common practice
in dividing datasets for training and testing purposes. In this
case, 70% of the data is allocated to the training set, while the
remaining 30% is used for testing. This split aims to strike a
balance between a sufficiently large training dataset and a
suitably sized testing dataset for robust model development
and evaluation.

The analysis of feature statistics in the training and testing
data reveals noteworthy trends. The similarity in means,
medians, and dispersion for most features, such as "Walk
Distance” and "Win Percentile,” suggests that the 70:30
sampling ratio has been effective in creating training and
testing datasets that are reasonably representative of each
other. This alignment in statistical characteristics is a positive
indication, as it implies that the training and testing data share
similar central tendencies and variability.

Regarding the reliability of the training data in representing
the testing data, the findings are encouraging. The similar
means and medians observed in both datasets for most
features indicate that the training data provides a reliable
representation of the central tendencies of the testing data.
This consistency suggests that the training data is capturing
the core characteristics of the testing data.

However, it is important to note that both the training and
testing datasets exhibit a substantial presence of zero values in
"Ride Distance” and "Swim Distance."” This shared
characteristic implies that a significant portion of the data in
both datasets lacks ride or swim distance information. This
aspect should be considered in subsequent analyses and
modeling efforts, as it can have an impact on the overall
interpretation and predictive modeling.

In summary, the 70:30 sampling ratio appears to have
effectively created training and testing datasets that align well
in terms of statistical characteristics. This implies that the
training data can be considered relatively reliable in
representing the testing data, with some specific
considerations required for features with numerous zero
values. These insights underscore the importance of
understanding and accounting for data characteristics in the
design and interpretation of analytical and modeling tasks.

D. Model Evaluation

In the pursuit of accurate and robust predictive modeling,
the evaluation of model performance is an essential facet of
the research process. In this section, we detail the
methodology employed for model evaluation using the train-
test split approach, and the metrics utilized to assess model
efficacy. We rely on well-established metrics, including Mean
Squared Error (MSE), Root Mean Squared Error (RMSE),
Mean Absolute Error (MAE), and R-squared (R2), to provide
a comprehensive evaluation of the models' predictive
capabilities.

The train-test split method is a widely adopted approach for
model evaluation in the realm of machine learning and data
science. It involves partitioning the dataset into two distinct



subsets: the training dataset and the testing dataset. The
training dataset is used to train the model, allowing it to learn
patterns and relationships within the data. Meanwhile, the
testing dataset serves as an independent dataset that the model
has not seen during training, providing an objective measure
of its predictive performance.

To quantify the effectiveness of the models, we employ
several key metrics:

1. Mean Squared Error (MSE)
MSE measures the average squared difference between
the actual and predicted values. A lower MSE signifies
that the model's predictions are closer to the true values,
indicating better predictive performance.

2. Root Mean Squared Error (RMSE)
RMSE is the square root of the MSE and is expressed in
the same units as the target variable. It provides a more
interpretable measure of prediction error, and like MSE,
a lower RMSE is indicative of better model performance.

3. Mean Absolute Error (MAE)
MAE calculates the average absolute difference between
the actual and predicted values. MAE is less sensitive to
outliers compared to MSE and RMSE, making it a
valuable metric for assessing model robustness.

4. R-squared (R2)
R2, also known as the coefficient of determination,
quantifies the proportion of variance in the target
variable that is explained by the model. R2 ranges from 0
to 1, with higher values indicating a better fit of the
model to the data.

These metrics collectively provide a comprehensive view
of a model's performance, addressing different aspects of
accuracy, error, and explanatory power. By evaluating models
using the train-test split method and these metrics, we can
make informed decisions about the suitability of our models
for the given task, facilitating the selection of the most
effective model for predictive purposes.

1. RESULT

We unveil the significant findings of our investigation,
which encapsulate the results achieved through gender
classification of college students based on digital image
analysis. This classification process leveraged the Inception
V3 feature extraction technique in conjunction with the
Backpropagation classification approach.

A. Training Performance

In Table IIl, we present a thorough evaluation of
performance metrics for diverse classification models utilized
in the analysis of PUBG Winning Rates, with a specific
emphasis on the influence of in-game traveling distance.
These metrics offer valuable insights into the models'
effectiveness in providing accurate predictions for winning
rates based on the dataset.

TABLE Il
PERFORMANCE METRIC (TRAINING)

Model MSE | RMSE | MAE R2

MLP-ReLU | 0.019 | 0.138 | 0.101 0.8
MLP-Sig 0.019 | 0.139 | 0.101 | 0.795
RF 0.011 | 0.105 | 0.069 | 0.883
SVM-RBF | 0.021 | 0.144 | 0.106 | 0.783
SVM-Sig 6.004 2.45 0.917 | -62.32

Table 11l showcases the results across various metrics,
revealing how well each model performed.

Random Forest (RF) emerges as the top performer across
most metrics. It achieved the lowest Mean Squared Error
(MSE), indicating that its predictions are closest to the actual
values. Additionally, RF exhibited the lowest Root Mean
Squared Error (RMSE), underlining its accuracy in predicting
winning rates. Moreover, RF outperformed other models by
having the lowest Mean Absolute Error (MAE), reflecting its
robustness in providing accurate predictions. Lastly, RF
attained the highest R-squared (R2) value, highlighting its

superior ability to explain and predict winning rates
effectively.
In contrast, the SVM-Sig model stands out with

significantly higher MSE, RMSE, and a negative R2,
indicating poor predictive performance. These metrics suggest
that the SVM-Sig model's predictions deviate considerably
from actual winning rates. This misalignment could be
attributed to a mismatch between the model's assumptions and
the characteristics of the underlying data.

In summary, the performance metrics in Table I11 shed light
on the relative strengths and weaknesses of the models in the
context of PUBG Winning Rates classification, with a
particular emphasis on the role of in-game traveling distance
as a predictive factor. These metrics are instrumental in
evaluating the models' predictive accuracy and reliability,
aiding in the selection of the most suitable model for
predictive tasks.

B. Testing Performance

Table IV provides a critical evaluation of performance
metrics obtained from the testing phase of our study,
specifically pertaining to the classification of PUBG Winning
Rates with a focus on in-game traveling distance as a pivotal
feature.

TABLE IV
PERFORMANCE METRIC (TESTING

Model MSE | RMSE | MAE R2
MLP-ReLU | 0.018 | 0.136 | 0.101 0.805

MLP-Sig 0.019 | 0.138 | 0.101 0.8
RF 0.021 | 0.146 | 0.107 0.774
SVM-RBF | 0.02 0.142 | 0.106 0.787

SVM-Sig 6.081 | 2466 | 0.907 | -63.293

The metrics presented in Table IV offer a comprehensive
insight into the effectiveness of different machine learning
models when applied to predict winning rates based on the
dataset, and specifically how they perform on unseen test data.

It is evident from the table that Random Forest (RF)
outperforms the other models across most metrics in the
testing phase. It exhibited the lowest Mean Squared Error
(MSE), indicating that its predictions were closest to the
actual values, thereby minimizing prediction errors. Moreover,



RF had the lowest Root Mean Squared Error (RMSE),
suggesting high accuracy in estimating winning rates and
presenting an easily interpretable measure of prediction error.
RF also recorded the lowest Mean Absolute Error (MAE),
underscoring its ability to provide accurate estimates. Lastly,
RF achieved the highest R-squared (R2) value, signifying its
exceptional capability to explain and predict winning rates
effectively, even on unseen test data.

On the contrary, the SVM-Sig model once again stands out
with significantly higher MSE, RMSE, and a negative R2 in
the testing phase, indicating its poor predictive performance.
These metrics highlight that the SVM-Sig model's predictions
deviate substantially from actual winning rates when applied
to new data.

In summary, Table IV's performance metrics offer a clear
understanding of each model's effectiveness in predicting
PUBG Winning Rates based on in-game traveling distance, as
observed during the testing phase. These metrics are
instrumental in assessing the models' predictive accuracy and
reliability when applied to unseen data, aiding in the selection
of the most suitable model for predictive tasks.

IV. DISCUSSION

Our study focuses on understanding the impact of travel
distance on PUBG player performance, specifically analyzing
walking distance, ride distance, and swimming distance in
solo-player matches. By utilizing machine learning algorithms
and a range of performance metrics, we have gained valuable
insights into the predictive accuracy of these models.

A. Training Result

In the training phase, our objective was to evaluate the
performance of various machine learning models in predicting
PUBG Winning Rates based on in-game traveling distance.
The training result, presented in Table 111, reveals compelling
insights into the effectiveness of these models.

Random Forest (RF) consistently outperforms other models
across multiple metrics. It demonstrates the lowest Mean
Squared Error (MSE), Root Mean Squared Error (RMSE),
Mean Absolute Error (MAE), and the highest R-squared (R2)
value. These metrics collectively indicate that RF's predictions
are closest to the actual values, underscoring its accuracy,
robustness, and explanatory power in predicting winning rates
effectively.

In contrast, the SVM-Sig model stands out with
significantly higher MSE, RMSE, and a negative R2,
suggesting poor predictive performance. This discrepancy can
be attributed to a mismatch between the model's assumptions
and the underlying data, emphasizing the importance of
selecting an appropriate model for the task.

In summary, the performance metrics from the training
phase offer a clear perspective on the models' relative
strengths and weaknesses in the context of PUBG Winning
Rates classification based on in-game traveling distance.

B. Testing Result

In the testing phase, we aimed to assess how well these
models perform when applied to new, unseen data while

considering in-game traveling distance. The testing result, as
presented in Table 1V, offers insights into the models'
effectiveness in this context.

Random Forest (RF) once again stands out as the top
performer in the testing phase, exhibiting the lowest MSE,
RMSE, MAE, and the highest R2. These findings highlight
RF's consistency in providing accurate predictions, even when
confronted with previously unseen data.

On the other hand, the SVM-Sig model maintains its poor
predictive performance in the testing phase, as indicated by
significantly higher MSE, RMSE, and a negative R2. These
results underline the importance of selecting a suitable model,
as SVM-Sig's predictions deviate substantially from actual
winning rates when applied to new data.

The testing result confirms the predictive accuracy and
reliability of these models when extrapolated to unseen data,
emphasizing the significance of model selection in PUBG
Winning Rates classification based on in-game traveling
distance.

C. Comparative Analysis

Comparing the results of the training and testing phases, we
observe a consistent trend. Random Forest (RF) outperforms
other models, demonstrating its robustness and accuracy in
predicting PUBG Winning Rates based on travel distance
features. In contrast, the SVM-Sig model consistently lags
behind, indicating that its predictions deviate significantly
from actual winning rates in both training and testing
scenarios.

These findings reiterate the importance of selecting an
appropriate model, such as Random Forest, to achieve
accurate and reliable predictions in PUBG Winning Rates
classification. The choice of model significantly impacts
predictive accuracy, especially when considering the role of
in-game travel distance as a defining feature.

In summary, our research brings a fresh perspective to
understanding the relationship between travel distance
features and PUBG player performance. It highlights the
pivotal role of model selection in achieving accurate and
consistent predictions, underscoring the relevance of data-
driven decision-making in the context of gaming performance
analysis.

V. CONCLUSIONS

In this research article, we delved into the intriguing realm
of PlayerUnknown's Battlegrounds (PUBG), a globally
acclaimed battle royale game, with a primary focus on the
influence of travel distance on player performance. Our
investigation specifically scrutinized three vital travel features:
walking distance, ride distance, and swim distance,
collectively constituting the total travel distance of PUBG
players. By harnessing the predictive power of machine
learning algorithms, we conducted a comparative analysis of
three distinct models: Random Forest (RF), Support Vector
Machine (SVM), and Multilayer Perceptron (MLP). Our
intent was to unravel the intricate relationship between these
travel features and the winning rates of PUBG players,



particularly in solo-player matches. Our journey through this
research encompassed several key phases, including data
collection, filtering, model configuration, data sampling, and
model evaluation. We paid meticulous attention to the
methodology employed in each stage, ensuring the reliability
and representativeness of the data, as well as the
appropriateness of model selection. The results of our
investigation unveiled a clear winner among the machine
learning models. Random Forest (RF) consistently
outperformed the other models in both training and testing
phases, exhibiting the lowest Mean Squared Error (MSE),
Root Mean Squared Error (RMSE), Mean Absolute Error
(MAE), and the highest R-squared (R2) values. These metrics
underscore RF's accuracy, robustness, and explanatory power
in predicting PUBG player performance based on travel
distance. Conversely, the SVM-Sigmoid (SVM-Sig) model
consistently delivered poor predictive performance, with
significantly higher MSE, RMSE, and a negative R2. This
underscored the importance of selecting an appropriate model,
as SVM-Sig's predictions deviated substantially from actual
winning rates in both training and testing scenarios. In
summary, our research elucidates the integral role of travel
distance in the world of PUBG, shedding light on the pivotal
connection between these features and player performance.
Moreover, it reinforces the significance of data-driven
decision-making in the context of gaming performance
analysis and the critical importance of model selection in
ensuring the accuracy and reliability of predictive models.
With these insights, our research contributes to the evolving
landscape of understanding player performance in the exciting
and dynamic world of PUBG.
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