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Abstract— Sign language is an essential communication tool for 
people with disabilities, especially for deaf and speech-impaired 
people. Sign language allows people with disabilities to interact 
and participate actively in social and educational settings. This 
research compared several CNN method architectures, such as 
LeNet-5, AlexNet, and VGG-16, in Arabic Sign Language image 
classification to find the best architecture with the highest 
accuracy value. The dataset used in this research is the Arabic 
Alphabets Sign Language Dataset (ArASL), which consists of 
47,876 images and is divided into 28 classes. This research's 
training and testing process uses K-Fold cross-validation with a 
K-fold value = 5. The testing results are then evaluated using the 
Confusion Matrix to calculate and obtain the best accuracy value. 
The results of the research show that the average accuracy value 
obtained from each fold for the LeNet-5 architecture reaches a 
value of 97.38%, for the AlexNet architecture, it reaches an 
accuracy value of 97.96%, and for the VGG-16 architecture, it 
reaches an accuracy value of 98.17%. Based on the research 
results, it can be concluded that using VGG-16 architecture shows 
the best performance and is the most optimal choice in classifying 
Arabic sign language images on the ArASL dataset compared to 
LeNet-5 and AlexNet. 
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I. INTRODUCTION 
Sign language uses hand movements and can be seen by the 

eyes, which is used as an alternative by the disabled or 
handicapped community, especially for deaf and speech-
impaired people [1]. People with disabilities use sign language 
as a tool to communicate and interact in social life [2]. 
According to the World Fact Sheet Health Organization 
(WHO), around 5% of the world's population experiences 
hearing loss [3], which seems small but shows that there are 
more than 460 million people worldwide, 34 million of whom 
are children. This number is expected to increase by 2050 to 
900 million people who will experience hearing loss, and 
around 1.1 billion young people are at risk of experiencing 
hearing loss [4]; the cost of untreated hearing loss reaches a cost 
of 750 billion US dollars [5]. Today, sign language and 
automatic translation tools are used by approximately 70 
million people worldwide, which has a significant impact on 
the way they communicate with each other [6]. 

Arabic script is a standard for writing Arabic, generally 
known as the Arabic alphabet [7]. The Arabic alphabet is used 
by residents of Arab countries, who make up around 14% of the 
world's population or around 1 billion people [8]. The Arabic 
alphabet is not only used by Arab countries. However, it is also 

widely used in Asia and Africa, around a quarter of the world's 
population, influencing most of the world's dialects and 
languages [9]. Arabic Sign Language (ArSL) is a sign language 
used by deaf and speech-impaired people in Arab countries to 
overcome communication problems using Arabic and enable 
their involvement in the world of education [10]. ArSL is 
divided into two types: ArSL and ArASL [11]. ArSL is an 
Arabic sign language that expresses one word with specific 
movements, while ArASL ( Arabic Alphabet Sign Language ) 
is a sign language that spells each letter in words [12]. Several 
problems and challenges in using Arabic Sign Language arise, 
so an approach is needed to overcome the complexity of 
variations in Arabic Sign Language movements. 

The convolutional Neural Network (CNN) approach can 
solve the problems and challenges of Arabic Sign Language. 
CNN is a type of neural network used in deep learning [13]. 
CNN is a type of neural network with the main advantages in 
processing image data [14]. CNN imitates the workings of 
human brain neural networks and uses kernels to extract input 
image data features using convolution operations [15]. The 
layers in CNN consist of the Convolution Layer, Pooling Layer, 
and Fully Connected Layer [16]. 

 

 
Fig. 1 CNN Composing Layer [17] 

The convolution layer is the core layer of CNN, which is 
responsible for calculating the output of neurons connected to 
local regions in the input image data. The pooling layer is a 
layer that reduces the dimensions of the feature map to speed 
up the computing process and overcome overfitting problems. 
Flatten reshapes features into vectors for input from a fully 
connected layer. The following fully connected layer will 
calculate classification class scores like neural networks in 
general [18]. CNN has several frequently used architectures, 
such as LeNet-5, AlexNet, and VGG-16. This architecture has 
its advantages that can be used to solve the problem of the 
complexity of sign language movements. 
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Several previous studies have been carried out using the 
CNN method to solve the challenges and problems faced in 
Arabic Sign Language. Research conducted by Alawwad [19] 
to identify and recognize ArASL used the Faster R-CNN 
method utilizing the VGG and ResNet-18 models. The results 
show that the proposed approach produces 93% accuracy and 
confirms the reliability of the proposed model. Research was 
also carried out by Ismail [20] to overcome the problem of 
recognizing Arabic sign language movements in video data 
using two types of RNN: Long short-term memory (LSTM) and 
gated recurrent unit (GRU). The experimental results show an 
accuracy value of 100% on the dataset used. Alyami [21] 
researched to provide an ArASL recognition model that is light 
and fast and can be implemented in real-time applications. The 
proposed model is evaluated on the LSA64 dataset and obtains 
98.25% and 91.09% accuracy. Research conducted by 
AbdElghfar [22] proposed a new model for CNN Al-Qur'an 
sign language recognition, which is aimed at recognizing 
Arabic sign language movements by recognizing hand 
movements that refer to the letters of the Koran. Experimental 
results show that the proposed model is better than other 
existing models. Research was also conducted by 
Kamruzzaman [23] using CNN to recognize signs and hand 
movements used in Arabic sign language. The research results 
provide 90% accuracy for recognizing Arabic sign language, so 
the resulting system has high reliability. Several studies were 
also conducted in Indonesian Sign language. This was done by 
Kersen [24] to avoid SIBI sign language translation errors using 
the CNN method, which showed an accuracy value of 52%. 
Research conducted by Sholawati [25] to develop an SIBI 
alphabet recognition application using CNN. Application 
testing results show accuracy, recall, specificity and sensitivity 
values of 80.76%. Research was also conducted by Thira [26] 
to classify the SIBI alphabet, which is divided into 24 classes, 
by comparing three CNN architectures, MobileNetV2, 
MobileNetV3Small, and MobileNetV3Large. The research 
results show that MobileNetV3Small is the best model, 
achieving an accuracy value of 98.81%. 

Based on previous research, this research compared several 
CNN architectures, such as LeNet-5, AlexNet, and VGG-16, to 
perform ArASL image classification and find the best 
architecture with the highest accuracy value. It is hoped that the 
results of this research can help future research related to the 
development, introduction and classification of Arabic Sign 
Language. 

II. RESEARCH METHODS 

This research was conducted to evaluate the results of Arabic 
sign language image classification using several CNN 
architectures, such as LeNet-5, AlexNet, and VGG-16, to 
determine the best method characterized by the highest 
accuracy value. The system block diagram showing the 
research flow can be seen in Figure 2. 

 

 

Fig. 2 System Block Diagram 

The research flow consists of 4 main stages: Image 
Collection, Preprocessing, Training and Testing and 
Evaluating. 

A. Image Collection 
The dataset used in this research is the Arabic Alphabets 

Sign Language Dataset (ArASL), which was produced by Latif 
[27] in previous research. ArASL consists of 47,876. The 
Arabic alphabet sign language image was taken using an 
iPhone 6s smart camera and divided into 28 classes. The images 
in the dataset measure 64 x 64 pixels in JPG format. ArASL 
can be accessed and downloaded for free on the official 
Mendeley Data website. The dataset image for each class can 
be seen in Figure 3. 

 

       

       

       

       

Fig. 3 Images of Arabic Sign Language 

B. Preprocessing 
Preprocessing is carried out to optimize image quality and 

simplify and improve the system's ability to carry out 
classification. Preprocessing in this research was carried out in 
several stages, such as Label Encoding, Corrupt Image Repair 
and Data Normalization. 
1. Encoding Labels 

Label Encoding is used to define classes by identifying the 
parent folder of each image. This process helps provide a 
unique numerical representation for each class in the dataset. 
2. Corrupt Image Repair 

Before resizing the image, repairs are made to the image 
that may be damaged. Damaged images are converted into 
grayscale images to ensure data integrity. 
3. Data Resize and Normalization 

The image data is converted into a numpy array and 
normalized. The image resizing process is carried out to suit the 
requirements of each architecture to be used. The image is 
changed to 32×32 pixels for the LeNet-5 model, while for the 
AlexNet and VGG-16 models, the image size is changed to 
224×224 pixels. This normalization process helps in preparing 
consistent input data for model training. 

After the preprocessing process, the dataset is ready for the 
model training and testing process. 

C. Training & Testing Models 

training and testing process carried out on the model consists 
of several stages such as Modeling, Data Augmentation, 



Compile Model, Model Fit and Validation. The CNN model's 
modelling stage or architectural design is carried out using the 
Keras interface provided by the TensorFlow library in the 
Python programming language. The CNN model was built to 
classify Arabic alphabet sign language images. The data 
augmentation stage uses ImageDataGenerator with several 
parameters such as rotation range, zoom range, width shift 
range and height shift range, which aims to avoid overfitting 
the model. 

The compiling model stage involves determining key 
configurations that will influence how the model is trained and 
evaluated, such as the loss function, optimizer, and metrics. The 
loss function measures the extent to which the model built can 
predict the appropriate output and correct class labels. Losses 
The function used is sparse categorical cross-entropy. 
Optimizer is an algorithm for adjusting model weights based on 
loss function values. The optimizer used is Adam. Metrics are 
used to evaluate model performance during and after the 
training process. The metric used is accuracy to measure how 
accurately the model can predict classification classes.  

The Model Fit stage measures how well the system training 
model can generalize data in a way similar to the training data. 
Some parameters are image data in the form of numpy arrays, 
classification classes, batch seize, epochs and verbose. The 
Validation stage uses K-Fold Cross Validation with a K-Fold 
value = 5. Each training stage, such as Modeling, Data 
Augmentation, Compile Model, and Model Fit, will always be 
carried out at each fold to increase the accuracy of model 
evaluation. 

The training and testing model process in this research can 
be seen in Figure 4. 

 

 

Fig. 4 Training & Testing Process Flow 

D. Evaluating 

The evaluation process uses a confusion matrix, which 
calculates the average accuracy for each k-fold to determine 
the model's accuracy in classifying sign language images 
according to the classes contained in the dataset. The 
accuracy value obtained will be a reference in determining 

the ranking of the best models. The formula for the accuracy 
value can be seen in equation (1). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
             (1) 

 

III. RESULTS AND DISCUSSION 
A. Data Preparation 

This research compared the accuracy of three CNN 
architecture models, namely LeNet-5, AlexNet, and VGG16. 
The distribution of data in each class can be seen in Figure 6. 

 
Fig. 6 Data Distribution for each Class in the ArASL Dataset 

B. Train and Test Data 
The training and test stages include model design, data 

augmentation, model compilation, and model fit. This stage is 
carried out synchronously with Kfold using looping. At the end 
of each fold, an accuracy evaluation is carried out from the first 
to the fifth epoch to see the evaluation score for that fold. The 
accuracy results for each epoch and the evaluation scores for 
each fold from the first to the fifth fold can be seen in TABLE 
I to TABLE V. 

TABLE 1 shows that the Evaluate Score from epoch 1 to 5 
in the First Fold is already above 95% for all three models. The 
AlexNet method has the highest Evaluate Score of 96.56%, 
followed by the other two methods, VGG16, which has an 
accuracy of 95.54% and LeNet-5 at 95.37%. 

TABLE I 
ACCURACY OF EACH EPOCH ON THE FIRST FOLD 

Epoch LeNet-5 AlexNet VGG16 
1 0.4154 0.5233 0.6881 
2 0.8750 0.9164 0.9413 
3 0.9350 0.9486 0.9672 
4 0.9506 0.9622 0.9804 
5 0.9610 0.9670 0.9841 

Evaluate 
Score 

95.37% 96.56% 95.54% 

 
TABLE 2 shows that the Evaluate Score from epoch 1 to 5 

in the Second Fold of the VGG16 Method has the highest 
Evaluate Score of 97.94%, followed by the other two methods, 
namely AlexNet, which has an accuracy of 97.43% and LeNet-
5 of 96.45%. 

 



 
TABLE II 

ACCURACY OF EACH EPOCH ON THE SECOND FOLD 
Epoch LeNet-5 AlexNet VGG16 

1 0.9621 0.9720 0.9782 
2 0.9686 0.9750 0.9888 
3 0.9741 0.9769 0.9925 
4 0.9753 0.9773 0.9896 
5 0.9803 0.9830 0.9944 

Evaluate 
Score 

96.45% 97.43% 97.94% 

 
TABLE 3 shows that the Evaluate Score from epoch 1 to 5 

in the Third Fold of the VGG16 Method has the highest 
Evaluate Score of 98.80%, followed by the other two methods, 
AlexNet, which has an accuracy of 98.61% and LeNet-5 of 
98.25%. 

TABLE III 
ACCURACY OF EACH EPOCH ON THE THIRD FOLD 

Epoch LeNet-5 AlexNet VGG16 
1 0.9746 0.9826 0.9877 
2 0.9812 0.9836 0.9936 
3 0.9808 0.9856 0.9953 
4 0.9841 0.9844 0.9947 
5 0.9837 0.9881 0.9934 

Evaluate 
Score 

98.25% 98.61% 98.80% 

 
TABLE 4 shows that the Evaluate Score from epoch 1 to 5 

in the Fourth Fold of the VGG16 Method has the highest 
Evaluate Score of 98.84%, followed by the other two methods, 
AlexNet, which has an accuracy of 98.42% and LeNet-5 of 
97.86%. 

TABLE IV 
ACCURACY OF EACH EPOCH ON THE FOURTH FOLD 

Epoch LeNet-5 AlexNet VGG16 
1 0.9833 0.9855 0.9921 
2 0.9856 0.9872 0.9963 
3 0.9861 0.9903 0.9977 
4 0.9880 0.9887 0.9954 
5 0.9875 0.9907 0.9959 

Evaluate 
Score 

97.86% 98.42% 98.84% 

 
TABLE 5 shows that the Evaluate Score from epoch 1 to 5 

in the Fifth Fold of the VGG16 Method has the highest Evaluate 
Score of 99.74%, followed by the other two methods, namely 
LeNet-5, which has an accuracy of 98.98% and AlexNet of 
98.79%. 

TABLE V 
ACCURACY OF EACH EPOCH ON THE FIFTH FOLD 

Epoch LeNet-5 AlexNet VGG16 
1 0.9853 0.9870 0.9939 
2 0.9890 0.9919 0.9957 
3 0.9878 0.9903 0.9949 
4 0.9898 0.9897 0.9969 
5 0.9907 0.9914 0.9975 

Evaluate 
Score 

98.98% 98.79% 99.74% 

 

The accuracy obtained from each fold is then averaged to 
obtain the final accuracy for each model. The LeNet-5 model 
has a final accuracy of 97.38%, the AlexNet model has a final 
accuracy of 97.96%, and the VGG-16 has a final accuracy of 
98.17%. More complete data for the final accuracy of each 
model can be seen in TABLE VI. 

TABLE VI 
FINAL ACCURACY OF EACH MODEL 

Epoch LeNet-5 AlexNet VGG16 
1 95.37% 96.56% 95.54% 
2 96.45% 97.43% 97.94% 
3 98.25% 98.61% 98.80% 
4 97.86% 98.42% 98.84% 
5 98.98% 98.79% 99.74% 

Average 
Score 

97.38% 97.96% 98.17% 

 
C. Evaluate Data 

The input and output variables are evaluated against the 
prediction results that have previously been trained and tested. 
The evaluation aims to see the match between the original data 
and the prediction results for each class. In the case of 
classification, evaluate this using a confusion matrix. The 
higher the evaluation results on the confusion matrix, the better 
the model performs classification. 

The confusion matrix in the LeNet-5 model has a reasonably 
high match between actual and predicted data. Evaluation 
results of the LeNet-5 model can be seen in Figure 7. 

  
Fig. 7 Confusion Matrix of the LeNet-5 Model 

Like the previous model, the confusion matrix in the 
AlexNet model has a reasonably high match between actual and 
predicted data. Evaluation results of the AlexNet model can be 
seen in Figure 8. 



  
Fig. 8 Confusion Matrix of the AlexNet Model 

Finally, the confusion matrix of the VGG16 model has the 
highest match between actual and predicted data than the 
previous two models. Evaluation results of the VGG-16 model 
can be seen in Figure 9. 

  
Fig. 7 Confusion Matrix of the VGG-16 Model 

Based on Figure 7, Figure 8, and Figure 9, it can be seen 
that the confusion matrix of each model has good evaluation 
results because each class has a high score between the actual 
data and the predicted data. 

IV. CONCLUSIONS 

The results of this research resulted in the conclusion that 
the models from the CNN architecture, namely LeNet-5, 
AlexNet, and VGG-16, have perfect accuracy in classifying 
Arabic Alphabet Sign Language (ArASL) image data totalling 
47,876 data, which is divided into 28 classes, namely above 95 

%. The VGG-16 architecture has the best accuracy among the 
other architectures, namely 98.17%. In contrast, the accuracy 
of the other two architectures only has a very slight difference 
with the previous architecture, namely LeNet-5 at 97.38%, 
while AlexNet is 97.96%. The accuracy results are also 
supported by the evaluation of the confusion matrix, which 
shows that each model class also shows a high match between 
the actual data and the predicted data. 
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