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Abstract

This study introduces an innovative approach to
captivating crafting Arabic stories for children, merging
the rich tradition of storytelling with cutting-edge Al
technologies to create engaging comics. Our primary
emphasis lies in a finely tuned main model for text
generation, complemented by a range of specialized
models that amplify the storytelling experience. This
comprehensive  framework adeptly navigates the
intricacies of Arabic language processing, integrating
dedicated models to generate Arabic stories (AraGPT2-
base), vibrant images (AnythingV4.0), background sound
effects (AudioLDM) and voice narration (Tacotron2).
Combining these models, successfully produced the final
desired output of interactive Arabic comics. This approach
holds great promise in delivering culturally immersive
narratives that not only captivate the attention of young
readers but also provide an exhilarating multi-sensory
storytelling adventure through the world of comics.
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1. Introduction

Culture encapsulates the collective way of life,
encompassing behavioral norms, values, and beliefs within
a specific group of individuals. It plays a significant role in
shaping a country's identity, preserving its traditions, and
chronicling its history. However, with the advent of the
digital era, the distinctive cultural identities of nations are
gradually eroding. Particularly, the younger generation,
immersed in the digital age, is increasingly detached from
their own cultural heritage and traditions. To address this
concern, a potential solution lies in cultivating children's
interest in reading books that vividly portray their
respective country's culture and traditions. Yet, given the
multitude of captivating distractions available to children
today, our primary objective is to provide them with
captivating stories that are both culturally immersive and
intellectually enriching.

Stories serve as essential channels for knowledge and
wisdom, nurturing linguistic  skills and cultural
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understanding. They are more than tales; they are vessels
of culture and empathy, teaching children about the world
and their place in it.

This study presents an innovative approach to
captivating crafting Arabic stories for children by merging
the rich heritage of Arabic storytelling with cutting-edge
Al technologies to generate Arabic comics. Central to this
approach is a meticulously fine-tuned main text generation
model, complemented by specialized models designed to
enhance the storytelling experience. The integration of
technology enables a multi-sensory  storytelling
experience. Visual imagery, voice narration, and ambient
sounds transport young readers into the heart of the
narrative, engaging their senses and fostering deeper
connections.

The intricacy of the Arabic language is remarkable and
dealing with Arabic natural language processing (NLP) has
consistently posed challenges due to this complexity.
Crafting narratives in Arabic also presents difficulties, as
maintaining coherence throughout the text is demanding.
Successful stories require a well-defined plot and structure.
Consequently, the process of generation must involve
planning, rather than merely generating texts word by word
[1]. Our objective is to address these challenges and create
an Arabic storyteller capable of producing culturally rich
comics that will be both educational and entertaining for
our youth.

2. Literature Review

2.1. Arabic NLP

Constructing a language model from scratch to
comprehend the intricate structure of Arabic is expensive.
Thus, leveraging a pre-trained model would be beneficial
as it will save both time and money. AraBERT [2], a
transformer-based Arabic model, is a variant of BERT
(Bidirectional Encoder Representations from
Transformers). This architecture employs bidirectional
attention, capturing information from both preceding and
succeeding word contexts. While AraBERT is proficient in
text generation, this is not its primary purpose. In contrast,



AraGPT2 [3], a variation of GPT-2 (Generative Pre-trained
Transformer 2), follows a unidirectional model and was
developed explicitly for Arabic text generation.

Table 1. Models size

Embed Model Size /
Optimiz Context ding | Num of Num of Num of
Model er size Size  heads layers Params
AraGPT2 527MB /
-base lamb 1024 768 12 12 135M
AraGPT2
-medium = lamb 1024 1024 16 24 1.38G/370M
' aacpro | adafact ' ' ' | 2.98GB/792 |
-large or 1024 1280 20 36 M
IAraGPTZ adafact I I
-mega or 1024 1536 25 48 5.5GB/1.46B

Table 1 presents four different variants of AraGPT2
models, each with two distinct architectures. It provides
detailed information about the optimizer used, context size,
embedding size, number of heads, number of layers, and
the corresponding model size or number of parameters for
each model.

2.2. Story Generation

Creating narratives with a coherent plot and theme while
infusing creativity and entertainment remains a challenge.
A constructive approach to ensuring narrative consistency
involves employing a sentence prompt as a guiding
framework [4]. This method significantly streamlines the
process of generating stories with a uniform plot structure.
However, extending these narratives into longer, cohesive
texts pose another hurdle. The model must accurately
establish a suitable global context and strategically plan
content for sustained generation. One effective technique
in this regard is the Progressive Generation of Text [5].
This method initiates by generating a sequence of
informative words, which subsequently serve as the
foundation for stage-by-stage elaboration. Each stage of
text generation builds upon the output of the previous
stage, leading to a complete and full final story.

3. Dataset and Features

Due to a scarcity of resources for gathering Arabic
stories, a collection of approximately 1000 stories were
manually collected from online sources. This corpus
represents a variety of narratives, each offering a unique
perspective and thematic element. To ensure the dataset's
integrity, a thorough cleaning process was done, by
meticulously reviewing and refining the content. This step
was particularly crucial, given our target audience of
children. Any stories that deviated from our desired
message or contained inappropriate content were removed,

ensuring that the corpus maintains its educational,
culturally accurate and wholesome essence. After the
meticulous cleaning, the corpus was narrowed down to 301
native Arabic stories.

To prepare the text data for training, each individual
story was split word by word into a single token, then each
word was converted and mapped into its corresponding
integer ID. This is done using AutoTokenizer.

4. Methodologies

This proposed system revolves around our fine-tuned
story generator, by utilizing the generated story with many
other models to create an engaging narrative experience. A
title, image description, and background audio description
are generated from the story. The image description is then
used as input for the image generator, similarly the audio
description is used as input for the background audio
generator. Finally, the text to speech model generates a
voice that reads the story. The proposed system structure is
shown in Figure 1.

Generate
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Voiceover

Generator
Model

Arabic Comics
Figure 1. System structure

4.1, Text Generator
With a dataset of only 301 entries, the dataset that will



4.2.

be used for training is small, thus suggesting the use of a
model that does not have a large size to avoid overfitting.
Therefore, we will be training and comparing the AraGPT-
Base and AraGPT-Medium models, we’ll also train on
AraGPT-Large cautiously to check for potential
overfitting.

Delving into model specifications, AraGPT2-Base
stands as the most compact and lightweight among the
AraGPT2 models, having only 135 million parameters. It
has a 12-layer transformer architecture shown in Figure 2
where each layer incorporates 12 multi-head self-attention
mechanisms. This mechanism allows the model to
simultaneously focus on various positions within the input
text. With an embedding dimension of 768, the model
represents each token through a vector of 768 dimensions.
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h, W,
I Transposed embedding WZ |
hy,

Add & Layer norm

( Pointwise feed forward )

Transformer Block
Repeat x L=12

Add & Layer norm h; = transformer_block(h,_1)
S [ L

( Masked multi-headed self-attention )

xW,+ W,

Embedding matrix W,

Input: x

Figure 2. GPT2-Base architecture

Elgeish’s GPT2-Medium-Arabic-Poetry was fine-tuned
using AraGPT2-Medium and therefore has its same
architecture. AraGPT2-Medium possesses increased
complexity compared to AraGPT2-Base. It comprises 370
million parameters and features an expanded embedding
dimension of 1024. AraGPT2-Medium uses a 24-layer.
transformer architecture, with each layer having 16 multi-
head self-attention mechanisms. AraGPT2-Large comes
with an impressive configuration, featuring 792 million
parameters, a 36-layer transformer architecture, and a
substantial embedding size of 1280. However, given our
limited dataset size of 301, there is a concern that
AraGPT2-Large might suffer from overfitting. We will
fine-tune, train, and compare these models to see which
comes up with the better stories.

Title Generator

Titles serve a dual purpose beyond just naming the story.
They not only fulfill the role of labeling the story, but they
could also act as input for other models, such as the image
generator model. In the implementation AraT5-base-title-
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generation, a model made for generating Arabic titles from
Figure 3. Model fine-tuning

texts, will be used for title generation. Alternatively,
ChatGPT API will be used to create titles and will be
compared with the generated titles for AraT5.

4.3. Image Generator

To aid in crafting a comprehensive and immersive
storytelling environment, visual stimuli play an important
role in captivating the minds of young readers. As a result,
images will be generated to accompany the stories, akin to
comics. A fine-tuned Stable-Diffusion v2.0, Anything
V4.0, will be used for image generation. The model
operates by initially encoding an image into a latent
representation. Subsequently, this latent representation is
fed into a diffusion model, which incrementally introduces
noise to the latent representation until it converges to a
random noise vector. Most importantly, the diffusion
model considers a text prompt as a conditioning factor,
aiding in directing the image generation process. We will
compare three different methods to work as inputs for this
image generator, we will try the Ara-T5 Title Generator,
the mbert2mbert Arabic Text Summarizer model, and
finally we’ll ask ChatGPT for a description of the image
from the story.

4.4. Text to Speech

To enhance the auditory dimension of storytelling, a text
to speech component will be integrated into the comics.
Different Arabic text to speech (TTS) models will be used
to determine which is most fit as a storyteller. Following
this, one of the utilized models is the Arabic TTS system
(referred to as "=l @LUI") which is an open-source
project that comes from KACST, the project is given in the
appendix.

The other model is Tacotrone2 that is a predictive
network with recurrent sequence-to-sequence architecture
and attention is employed [6]. This network anticipates a
series of mel spectrogram frames using an initial character
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sequence as input. Additionally, a customized iteration of
the WaveNet model is utilized. This modified version
generates samples of time-domain waveforms while being
conditioned on the mel spectrogram frames that were
predicted earlier. An implementation of the approach is
available and will be used for the study. Further details and
references to this implementation can be found in the
appendix section.

Finally, the comparison will also include the GTTS
(Google Text-to-Speech) library. GTTS is particularly
relevant for this study due to its emphasis on accurate
pronunciation, a crucial aspect for young listeners.

Background Audio Generator

Background audio is another way to further increase the
immersion in the stories, it can also assist in setting the tone
or mood of the story by the different ambient sounds it can
produce. The model that will be used for background audio
generation is AudioLDM. AudioLDM takes a text prompt
as input and predicts the corresponding audio. It can
generate text-conditional sound effects, by utilizing an
audio description generated via ChatGPT as input for the
model, thus generating the background audio for the comic.

Results and Evaluation

5.1 Story generation evaluation

After conducting experiments to fine-tune and evaluate
the AraGPT-Base, Elgeish, and AraGPT-Large models for
the task of story generation. The evaluation of the models
primarily focused on the models' ability to generate
coherent and contextually relevant stories. key findings
from our experiments are in Figure 4:
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Figure 4. Training loss for multiple models

All three models were able to successfully generate stories
that exhibited both coherence and quality, but as is evident
in Figure 4, both Elgeish, and AraGPT-Large, for the fine-
tuning process. These models were evaluated based on
their performance and output. Subsequently, their outputs
were extracted as descriptions and further utilized as input
for additional models to produce the final product.

Upon careful examination of the provided Figure 4, it
becomes evident that AraGPT-Large model and elgeish
exhibits signs of overfitting when applied to our dataset,
rendering it potentially unsuitable for us, until more data is
collected.

Table 2 illustrates the evaluation of the models through
an intrinsic evaluation technique, perplexity, that was
applied to the test dataset. The perplexity of the models is
computed using a stride of 50. AraGPT-Large and Elgeish
both achieved a high perplexity score, meaning the model
is unpredictable when generating text. Based on their
perplexity scores, and figure 4, it is evidently clear that
both AraGPT-Large and Elgeish overfit when fine tuning
with a small dataset. Therefore AraGPT-Base will be used
for story generation.

Table 2. intrinsic models’ evaluation

Model Perplexity
AraGPT-Base 25.60
AraGPT-Large 1419.95
Elgeish (Medium) 5958.94




Table 3. Arabic story text generation using different models.

Prompt GPT - Base (GPT - Medium GPT - Large
Elgeish)
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From the table above, various Arabic stories texts
were generated providing the same prompts via the fine-
tuned models. The generated stories from the large model
are overfit as they are almost exactly duplicates from

stories in the dataset, and the Elgeish model seems to
follow a similar pattern as well, in fact the first 16 words
from the first prompt for the Elgeish and the Large model
are the same. Therefore, the Base model will be used to



generate stories.

5.2 Prompt Comparison for the Image model

The generation of images depends on a prompt, a
method must be chosen to create this prompt. After
generating a story, we used three different methods to
create prompts for image generation, the results are shown
in the table below. (The first two methods generate the text in
arabic, they were translated to english using Google Translate)

Table 3. Input methods for image generation

Method Prompt Image
Ara-T5 Title + nb Al
Generator
Bird Story
Mbert2Mbert e g sian o) ph
Arabic Text ) yadlly 349

Summarization
Airplane made of
rice and
vegetables

ChatGPT-API A colorful bird in
a mountain nest,
its magical
feathers creating a
vibrant haven as
people discover
nature's secrets.

The first method, the Ara-T5 Title Generator model,
generated a short prompt that lacked enough detail to
accurately describe the story, it generated an image that
can vaguely fit the story but isn't a precise representation
of it. The second method, using the summarization model,
generated a completely inaccurate description of the story,
and the image had no correlation to the story. The last
method, ChatGPT-API, generated a description of the
story that visually described the objects in the story. As a
result, ChatGPT-API provided the most accurate input for
generating an image that closely aligns with the story's
content.

5.3  Voice and Sounds

There are two components here, the voice over and
background sound effects. For the background sound

effects, ChatGPT API is used to describe the sounds that
are related to the story, then the prompt goes to the
AudioLDM model to generate the background sound. For
the text-to-speech model, we compared 3 different
models, the open-source project from KACST, Google
Text-to-Speech, and Tacotron2, and we found the
following. The KACST model generates a robotic voice
that we’d prefer not to use, Google TTS also produces a
robotic voice but has great pronunciation. The final
model, Tacotron2 generated the most realistic voice but
had bad pronunciation. Consequently, the Tacotron2
model is chosen for narrating stories. However, to combat
the unclear pronunciation we found that we need diacritics
to be added to the arabic text. So ChatGPT API will be
used to add diacritics to the story before it is used as input
to the Tacotron2 model.

After generating these two audio segments, we
combined them by allocating 80% of the audio volume to
the voice-over component and 20% to the background
sounds.

5.4  Final Models Output
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Figure 5. Example of generating comics

The successful functioning and generation of
satisfactory results can be observed in figure 5 when the
outputs of the four models are merged.

6. Conclusion

In conclusion, the study highlights the
significance of educating children about Arabic culture
through storytelling. The proposed approach explores the
utilization of natural language processing (NLP) to create
captivating Arabic comics. This involves employing a
pre-trained model for the text generation and
subsequently fine-tuning it. The text generation model's
performance has been assessed through the perplexity
which is an intrinsic evaluation and then using the least
perplexity to get the model that fits well with our test
dataset. Hence, we decided the best model to be used is
AraGPT-Base. The developed system comprises voice
narration, sound effects generator, image generator, and
the generated story. All are combined to create engaging
comics for children.

Consequently, this initiative promotes the
cultivation of a robust cultural identity and language
proficiency among children while fostering a deeper

comprehension and appreciation of their traditions.
Furthermore, future endeavors may expand upon this
work to generate educational animated Arabic videos
encompassing disciplines such as science, art, and poetry.
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Appendix

KACST implementation:
https://github.com/asrajeh/arabic-
tts/blob/master/samples/kacst_ar_asc-festvox.wav
Tacotrone2:
https://github.com/nipponjo/tts-arabic-pytorch
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